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Zusammenfassung

KlI-basierte Bildgeneratoren wie Midjourney haben sich
als feste Werkzeuge in Wirtschaft und Bildung etabliert.
Zu den Vorteilen zéhlen die Unterstiitzung von Lern- und
Kreativprozessen sowie die Erweiterung gestalterischer
Moglichkeiten (Bendel 2025). Mit der zunehmenden Ver-
breitung dieser Werkzeuge riicken jedoch auch ethische
Fragestellungen in den Fokus: KI-generierte Bilder kon-
nen zur Verbreitung von Desinformation und zur geziel-
ten Beeinflussung 6ffentlicher Wahrnehmung eingesetzt
werden. Des Weiteren kann bei der Generierung von KI-
Bildern das Urheberrecht verletzt werden, wenn zum
Training der KI geschiitzte Inhalte verwendet werden
(Bird et al. 2023). Plattformrichtlinien und technische
Filter adressieren diese Risiken nur begrenzt, da proble-
matische Inhalte trotz Beschrankungen erzeugt oder bzw.
untersagte Inhalte mittels Umgehungsstrategien realisiert
werden kdnnen (Leow 2023).

Vor diesem Hintergrund untersuchte diese Bachelorarbeit
empirisch die Erkennung und ethische Bewertung KI-ge-
nerierter Bildinhalte. Des Weiteren wurde anhand von
verfiigbaren KI-generierten Bildern auf der Plattform Mi-
djourney analysiert, inwieweit VerstoBe gegen die eige-
nen Richtlinien der Plattform vorliegen (Hobelmann
2025). Der theoretische Teil der Arbeit beriicksichtigte
KlI-ethische Prinzipien wie Transparenz, Verantwortung,
Nichtschadensgebot und Fairness, die in KI-Ethikleitli-
nien als zentrale normative Bezugspunkte
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hervorgehoben werden (Jobin et al. 2019). Ergédnzend
wurde der EU Al Act als rechtlicher Rahmen herangezo-
gen, der Transparenzpflichten fiir KI-Systeme und ein ri-
sikobasiertes Regulierungskonzept vorsieht (Europdi-
sche Union 2024).

Die empirische Untersuchung wurde mithilfe eines On-
line-Fragebogens durchgefiihrt. Der Fragebogen wurde
am 28.06.2025 verdffentlicht und im eigenen Umfeld
verteilt. Insgesamt wurden 87 verwertbare Datensétze
ausgewertet. Die Stichprobe umfasste 52 ménnliche, 24
weibliche und eine diverse Person; die 23- bis 27-jéhri-
gen bildeten mit etwa 33 % die groBite Altersgruppe. In
einem Three-Alternative-Forced-Choice-Design wurden
Bildersets vorgelegt, die jeweils aus drei sehr dhnlichen
Darstellungen bestanden, von denen jeweils eine reale
Fotografie und zwei mit Midjourney selbst-generierte
Bilder waren. Die Teilnehmenden sollten in jedem Set die
reale Fotografie auswihlen. Ziel war es, die Erkennungs-
fahigkeit synthetischer Bilder zu erfassen.
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Abbildung 1 - Beispiel aus der 3 AFC Aufgabe (Quelle linkes
Bild: Adbullah, 2022)

Anschlieend bewerteten die Befragten auf Likert-Ska-
len die ethische Vertretbarkeit von KI-generierten Pro-
duktdarstellungen, Karikaturen (z. B. Queen Elisabeth 11
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auf einem Skateboard), Vorher-Nachher-Bilder (z. B.
eine zweiteilige Frontalaufnahme derselben Person: ho-
herer Korperfettanteil vs. deutlich erhdhte Muskelmasse)
sowie von Motiven mit potenziell sensiblen Inhalten
(konfliktbezogene bzw. korpernahe Darstellungen). Die
Ergebnisse zeigen, dass die Teilnehmenden das reale
Foto in den Bildersets im Mittel nur in etwa 47 % der
Fille korrekt identifizierten und damit zwar signifikant
iiber dem Zufallsniveau von 33,3 %, aber deutlich unter
einer zuverldssigen Erkennungsleistung liegen; signifi-
kante Unterschiede zwischen Altersgruppen und Ge-
schlechtern traten hierbei nicht auf. In der anschlie3en-
den Bewertung der Bildkategorien wurden KI-generierte
Produktdarstellungen iiberwiegend als ethisch vertretbar
eingestuft. Motive mit Gewalt- bzw. erotischem Bezug
erhielten die niedrigsten Zustimmungswerte. Uber alle
Kategorien hinweg bewerteten ménnliche Teilnehmende
die gezeigten Inhalte signifikant positiver als weibliche.
Zugleich war mit steigendem Alter eine tendenziell stren-
gere Beurteilung erkennbar.
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Abbildung 2 - Durchschnittliche Bewertung der Bildinhalte
nach Alter und Geschlecht

AnschlieBend wurden auf der Plattform Midjourney ver-
fiigbare Bildbeispiele identifiziert, die auf Grundlage der
geltenden Nutzungsbedingungen und Inhaltsrichtlinien
als kritisch einzustufen sind (Midjourney o.J.). Die Ein-
ordnung der Befunde orientierte sich an risikobasierten
Kategorisierungsansitzen fiir generative Modelle, wie
sie in der ,,Topology of Risk* beschrieben werden (Bird
et al. 2023). Die qualitative Analyse ergab, dass proble-
matische Inhalte trotz bestehender Richtlinien generiert
und verbreitet werden, dass einzelne Inhalte gegen die
Plattformvorgaben verstofen und dass Nutzer*innen
wiederkehrende Strategien zur Umgehung der Filter ein-
setzen, was auf substanzielle technische Liicken in der
Durchsetzung der Richtlinien des Anbieters hinweist. Es
zeigt sich, dass realititsnahe synthetische Bilder mit ge-
ringem technischem Aufwand erzeugt werden kdnnen
und ein erhebliches Potenzial fiir Desinformation, politi-
sche Einflussnahme und personenbezogene Rufschidi-
gung bergen.

Anwendungen und Konzepte der Wirtschaftsinformatik

Die Zusammenfiihrung beider Teilstudien zeigt, dass KI-
Bilder durch Nutzer*innen nicht zuverléssig erkannt wer-
den und KI-generierte sensible Motive von den Befragten
iiberwiegend als ethisch problematisch bewertet werden.
Zugleich sind vergleichbare Inhalte auf Plattformen ver-
fiigbar und teils trotz Verbot erzeugbar. Daraus ergibt sich
konkreter Handlungsbedarf: Plattformrichtlinien miissen
konsequent durchgesetzt werden, Filter sollten kontext-
sensitive Priifungen unterstiitzen, Kennzeichnung und
Herkunftsnachweise im Sinne des EU Al Acts sind ver-
bindlich umzusetzen.
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