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ABSTRACT

Der vorliegende Artikel beschreibt die Weiterentwicklung des KI-gestiitzten FAQ-Chatbots der Technischen Hochschule
Mittelhessen (THM) zur Verbesserung der Antwortgenauigkeit durch die Entwicklung eines domanenspezifischen
Transformers flir das Extractive Question Answering (EQA).

Im Jahr 2021 wurde der Chatbot ,,Winfy* im Rahmen eines Masterprojekts ins Leben gerufen. Dieses Projekt wurde vom
Prifungsausschussvorsitzenden B.Sc. und M.Sc. Wirtschaftsinformatik angestolen, um den Studierenden eine
Maglichkeit zu bieten, Antworten auf hdufig gestellte Fragen (FAQ) rund um das Thema Prifungsangelegenheiten in den
beiden Wirtschaftsinformatik-Studiengdngen zu erhalten.

Der Chatbot basiert auf einem Fragen-Antwort-Katalog, in dem eine einzelne Antwort mehreren Fragen zugeordnet ist.
Wenn ein Studierender eine Frage stellt, liefert das System den Antwortblock, der mit der semantisch am besten passenden
Frage verknipft ist. Dies kann jedoch die Suche nach der exakt gewilnschten Information erschweren. Um das
Antwortverhalten zu verbessern, wurde ein Extractive Question Answering (EQA)-Modell entwickelt. Dieses sollte
gezielt die Antwort aus dem Antwortblock extrahieren.

Hierfur wurde ein Transformer-Encoder mit ELECTRA-Architektur entwickelt und in einem zweistufigen Verfahren
trainiert: Zundchst erfolgte ein Pre-Training auf doménenspezifischen Texten, gefolgt von einer Feinabstimmung auf
einem speziell erstellten und annotierten EQA-Datensatz fiir den Hochschulbereich. AbschlieBend wurden verschiedene
deutsche Sprachmodelle auf diesem und anderen etablierten EQA-Datensitzen verglichen. Das Modell ,,Winfy-
ELECTRA-Base” erzielte dabei die besten Ergebnisse und stellt eine signifikante Verbesserung der Antwortqualitit dar.

SCHLUSSELWORTER ,,PubMedBERT*, die auf wissenschaftlichen Texten

. . trainiert wurden, mit einem kontextspezifischen
Chatbot_, Machine Learning (ML), Natural La}nguage Vokabular arbeiten und somit deutlich besser
Processing  (NLP), Transformers,  Huggingface,

Neuronale Netze, Frequently Asked Questions (FAQ),
PyTorch, ELECTRA, Extractive Question Answering
(EQA), Kinstliche Intelligenz (KI)

VERWANDTE ARBEITEN

Verwandte Arbeiten verfolgen ebenfalls den Ansatz,
doménenspezifisches Pre-Training einzusetzen, um die
Leistungsfahigkeit der Modelle zu steigern, und zeigen
dabei, dass dies oft bessere Ergebnisse erzielt als die
Feinabstimmung allgemein vortrainierter Modelle. Zu
bekannten Beispielen zdhlen ,,SciBERT“ oder
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abschneiden [1] [2].

AUSGANGSSITUATION

Um die Mitarbeitenden des Fachbereichssekretariats
MND der Technischen Hochschule Mittelhessen (THM)
zu entlasten, wurde 2021 das Projekt ,,Winfy* vom
Prifungsausschussvorsitzenden gestartet. Dieser Kl-
basierte FAQ-Chathot (https://feedback.mni.thm.de/
winfy/) wurde entwickelt, um haufig gestellte Fragen zu
Prifungsangelegenheiten im Studiengang Wirtschafts-
informatik zu beantworten. Der Chatbot arbeitet mit einer
Datenbank h&ufig gestellter Fragen, wobei mehrere
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Fragen mit einer Antwort verkniipft sind. Durch eine
Ahnlichkeitsberechnung, die vom Sentence-Transformer
,German-Semantic® [3] durchgefiihrt wird, wird die
eingehende  Nutzerfrage mit dem vorhandenen
Fragenkatalog abgeglichen. Die Antwort auf die Frage
mit dem héchsten Ahnlichkeitswert wird ausgegeben [4].

Eingangsfrage Score Fragenkatalog

» [0.92] Wo finde ich das Modulhandbuch?

Wo ist das Modulhandbuch? + 0.28 Gibt es cine gelinderte Priifungsordnung?
‘0 ist das Modulhandbuch?

» 0.42 Wo erhalte ich Hin r Doppelimmatrikulation?

» 0.33 Die Bewerbungsfrist fiir hohere Fachsemester endet wann?
Abbildung 1: Ahnlichkeitsberechnung Sentence-Transformer

Das ,,German-Semantic“-Modell erzielt bereits sehr gute
Ergebnisse. In den Antwortblécken sind die Antworten
auf mehrere Fragen zusammengefasst. Dies spart Zeit bei
der Pflege der Fragen und kann den Studierenden
zusétzliche Informationen im selben Kontext geben,
erschwert allerdings die Antwortfindung, da die Lénge
der Antworten sehr umfangreich sein kann.

AUFGABENSTELLUNG UND ZIELSETZUNG

Das Ziel war es, die Antwortgenauigkeit des Chatbots zu
verbessern. Daflr sollte ein eigenes neuronales Netz auf
Basis der  Transformer-Architektur ~ fir  den
Hochschuleinsatz gebaut werden. Als Einschrankung
galt, dass das System keinen Text generieren durfte, um
zu vermeiden, dass Falschinformationen verbreitet
werden. Somit wurde der Ansatz des Extractive Question
Answering verfolgt [17]. Anstelle eines bereits
vorhandenen Modells sollte ein eigenes trainiert werden,
um dieses auf den doménenspezifischen Kontext
anzupassen. Dafir mussten entsprechende Daten flr das
Pre-Training gesammelt, gefiltert und aufbereitet
werden.

Da kein EQA-Datensatz fur die Hochschuldoméne
existiert, um abschlieBend die Performance des Modells
zu bewerten, musste selbst einer erstellt und annotiert
werden. Als Basis wurde der bestehende Fragen-
Antwort-Katalog des Chatbots genutzt.

Abschlielend sollten die bereits vorhandenen Modelle
mit dem selbst trainierten Modell verglichen werden —
zum einen anhand anerkannter EQA-Benchmarks, aber
auch auf dem domanenspezifischen Datensatz.

DATENSAMMLUNG

Fur das Pre-Training musste eine groRe Menge an Daten
gesammelt werden. Es wurde auf bekannte Quellen wie
Wikipedia [5] und Wikivoyage [6] zuruickgegriffen.
Diese enthalten hochwertige Texte mit langen Sequenzen
und eignen sich sehr gut fur das Training von neuronalen
Netzen.

Um an doménenspezifische Hochschultexte zu gelangen,
wurden Modulhandbiicher und Priifungsordnungen
gesammelt und in einem Datensatz namens ,,Academic
Crawl* zusammengefasst.
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Da dies nur zu einer sehr geringen Datenmenge fiihrte,
wurde auBerdem der GC4-Datensatz [7] verwendet.
Dabei handelt es sich um den deutschen Auszug des
CommonCrawl [8], der Texte von Internetseiten,
Nachrichtenseiten sowie Foren und sozialen Medien
enthalt. Der GC4-Datensatz ist in drei Qualitats-
kategorien unterteilt: Head, Middle und Tail [7]. Es
wurden nur die Artikel der Head-Kategorie verwendet,
um den Qualitatsgrad hochzuhalten. Weiterhin wurden
anschlieBend lediglich die Artikel verarbeitet, die eine
Qualitat von 0,99 oder hoher aufwiesen. Dies ergab eine
Datenmenge von 450 GB.

Da auch doménenfremde Texte enthalten waren, mussten
diese gefiltert werden. Dies wurde aufgrund der enormen
Datenmenge mithilfe einer Methode des Information
Retrieval, dem TF-IDF (Term Frequency-Inverse
Document Frequency), durchgefiihrt [9]. Dabei wurden
exemplarische Hochschultexte genommen und mit den
Artikeln des Datensatzes verglichen. Als MaRgabe
sollten die Artikel eine Ahnlichkeit von 40% zu den
Beispielen aufweisen. Nach der Filterung hatte der
Datensatz eine GrdfRe von 16 GB. Schlussendlich wurde
das Vorab-Training mit folgenden Datensédtzen durch-
gefihrt:

Datensatz GroRe
Wikipedia 2024 6,2 GB
Wikivoyage 55 MB
Crawled Academic Dataset 6,1 MB
GC4 Corpus Filtered 16 GB

Total 22,25 GB
Tabelle 1: Gesammelte Pre-Training-Datensatze

Um die insgesamt 22,25 GB an Daten fiir das Pre-
Training zu nutzen, mussten diese noch aufbereitet
werden.

DATENAUFBEREITUNG

Die Daten wurden in drei Schritten aufbereitet: der
Satztrennung, Normalisierung und Prifung auf
unerlaubte Zeichen. Transformer-Encoder arbeiten mit
einer fixen Eingabelénge. Dieses Modell sollte mit einer
Tokenlénge von 512 Tokens trainiert werden. Daflr war
es wichtig, dass die Trainingsbeispiele diese Lange nicht
Uberschreiten. Um dies zu ermdglichen, mussten die
Eingabesequenzen der Datensatze zundchst in einzelne
Sétze unterteilt werden, damit diese spéter auf die
gewiinschte Lange konkateniert werden kénnen.

Die Satztrennung wurde mithilfe des ,,SoMalJo*-
Tokenizers durchgefihrt. Dieser eignet sich besonders
gut fur die Verarbeitung deutscher Webtexte [10].

Um das Rauschen in den Daten zu verringern und das
Vokabular des Tokenizers so effizient wie moglich zu
gestalten, wurden die Sétze normalisiert. Dafiir wurden
die Skripte des CCNet-Projekts [11] verwendet. Dabei
wurden Zeichen, die die gleiche Bedeutung haben, auf
eine einheitliche Form gebracht, z. B. verschiedene
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Formen von Anfithrungszeichen («, “, ‘). Weiterhin
wurden Unicode-Fehler korrigiert und Emojis entfernt,
die hdufig in Webtexten auftreten. Somit konnte die
Datenqualitit angehoben werden.

Weiterhin wurden Zeichen entfernt, die im spéteren
Einsatz des Sprachmodells nicht vorgesehen waren und
somit nicht zum Lernerfolg des Modells beitrugen.
Vorgesehene Zeichen waren ASCII-Zeichen sowie
ausgewahlte Symbole und Umlaute der deutschen
Sprache. Durch das Normalisieren und das Entfernen
unerlaubter Zeichen sollte sichergestellt werden, dass
keine Vokabularplatze des Tokenizers fiir Tokens
verschwendet werden, die nur selten in den Datensétzen
vorkommen bzw. im spéteren Einsatz tberhaupt nicht
mehr bendtigt werden.

AnschlieBend wurde der Tokenizer mithilfe der
vorliegenden Texte trainiert, damit dieser optimal auf die
Trainingsdaten abgestimmt ist.

1. "wocab": {

2 "[UNK]": @,
3 "[PAD]": 1,
4. = (S,
5 "[SER]": 3,
6 "[maSK]": 4,
7 LA

3. g
9. nn g,
8. "(": 8,
1. ") 9,
12. o ,
13. 5
14. .
15. »
16. 1": 14,
17. "2": 15,
18.

19. "fachober": 28996,
28. "tschern": 29997,
21. "stitdekan": 29998,
22.  "schleich": 29999
23. }

Listing 1: Tokenizer Vokabularauszug

Somit konnten die einzelnen S&tze zur gewilnschten
Tokenlédnge von 512 Tokens zusammengefigt werden.
Dabei wurden nur Texte zusammengefigt, die aus dem
gleichen Artikel stammten.

EQA-DATENSATZE

Um den Modellen das EQA beibringen zu kénnen und
deren Performance darauf zu bewerten, mussten
Datensdtze gesammelt werden. Dabei wurde die
maschinelle Ubersetzung des SQUAD (Stanford
Question Answering Dataset) (hier als SQUAD-De
aufgefiihrt) verwendet. Dieser wurde als Anhang im
MLQA-Datensatz [12] von Facebook verdffentlicht. Der
Vorteil ist, dass dieser mit seinen 89.996 Eintragen sehr
umfangreich ist. Durch die maschinelle Ubersetzung
leidet allerdings die Datenqualitit, da diese nicht die
Nuancen der deutschen Sprache enthalt [13].

Als weiterer Datensatz wurde der GermanQuAD [13]
(German Question Answering Dataset) verwendet.
Dieser beinhaltet deutlich weniger Eintrdge (13.722),
weist allerdings eine sehr hohe Qualitat auf. Bei den
annotierten Texten handelt es sich um originale deutsche
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Artikel, die von geschultem Personal fir diese Aufgabe
nach definierten Qualitatskriterien gelabelt wurden [13].

Um die Performance der Modelle fiir das EQA auf der
Hochschuldoméne bewerten zu kénnen, musste noch ein
Datensatz erstellt werden, da ein solcher bis zu diesem
Zeitpunkt nicht existierte. Als Datenbasis wurde der
Fragenkatalog des Chatbots ,,Winfy“ genutzt.

Dabei wurden die Fragen zuerst bereinigt. Fragen, die
sich zu dhnlich waren, wurden automatisiert entfernt
(semantische Ahnlichkeit von 85%). Die verbliebenen
2.863 Fragen wurden mithilfe der Qualitatskriterien des
GermanQuAD annotiert. Fir das Annotieren wurde die
Software Label Studio [14] verwendet.

Please read the passage

Im Masterstudiengang ist der Einsatz von Joker oder Freiversuchen nicht vorgesehen. Nach der Allg. PO der THM fiir
Masterstudiengange gilt: ,Nicht Prify

und ~teilleistungen kdnnen zweimal wiederholt werden

Die Masterarbeit mit Kolloguium kann einmal wiederhoit werden (Alig. PO Masterstudiengange der THM. §13 (2))

*Hat die Kandidatin oder der Kandidat eine Leistung nicht bestanden, wird sie oder er dariiber in geeigneter Weise

informiert. Bei Nic! n Wi

lungspriifung od
r Form (Allg. PO Masterstudiengange der THM. §12 (3)).

nalig erbrachten Masterarbeit erfoigt

eine Mitteilung in schr

oder ele

Weiterhin gilt §12: *(4) Eine Leistung ist endgiltig nicht bestanden, wenn nach MaBgabe des § 13 die letzte mogliche
Wiederholungspriifung des Moduls und nach Anrechnung von ggf. auerhalb des Studiengangs erbrachter Fehlversuche

nicht bestanden wird."

ht wiederholit werden. (..)*

Beziiglich des Nachreibens einer nicht bestandenen Klau: e die Termine der *Klausuren ohne Vorlesungen (KoV)", die

jeweils im Folgesemester der Veranstaltung ange

Select a text span answering the following question:
Kann man eine Klausur nachschreiben?

| Mark for Detetion = | Unanswerable

o X ¥

Abbildung 2: Label Studio Annotationsprozess

Dabei wurde die Antwort zur gestellten Frage im Kontext
markiert. Fragen, die nicht den Qualitatskriterien
entsprachen oder sich nicht beantworten lieBen, wurden
entsprechend markiert und entfernt.

1

2 "paragraphs": [

3 {

4. "context": "Bei Abholung der Chipkarte im InfoCenter wird Ihnen...",
5 "document_id": 33135,

[ "gas": [

7 (

8. "question": "Wo finde ich die Aktualisierungstermials .."
9. "id": 33135,

16. "answers": [

11. {

12. "answer_id": 11195,

13. "text": "im InfoCenter und in den Gebiuden Gebduden A2, A4 und A7",
14. "answer_start": 248

15. }

16. ,

17. "is_impossible": false

18. }

19. ]

8.}

21, ]

22,1}

Listing 2: WinfyQuAD

Anschlielend wurden die Daten mithilfe eines Skripts in
eine fir das EQA trainierbare Form gebracht (siehe
Abbildung 2 oben). Es verblieben 1.746 Fragen. Der
entstandene Datensatz wurde aufgrund der Datenbasis
»WinfyQuAD* (Winfy Question Answering Dataset)
genannt.
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MODELLARCHITEKTUR

Als Modellarchitektur wurde der ELECTRA-Ansatz
(Efficiently Learning an Encoder that Classifies Token
Replacements Accurately) gewéhlt. Dabei werden zwei
Modelle gleichzeitig trainiert: ein Generator- und ein
Diskriminator-Modell [15].

sample

the — [MASK] —>] F-> the —>| > original

chef — chef — chef — | > original
Generator Discriminator

cooked —» [MASK] —{  (typically a |- ate —> (ELECTRA) > replaced

the —» the —» small MLM) the —» > original

meal —» meal —> meal —>»{ —>original

Abbildung 3: ELECTRA-Training (Quelle: [15])

Die beiden Modelle werden mithilfe von Self-
Supervised-Learning trainiert. Zuerst werden 15% der
Tokens einer Eingabesequenz maskiert. Die maskierte
Sequenz wird an den Generator Ubergeben. Dieser hat die
Aufgabe des Masked Language Modeling (MLM) und
muss erraten, welche Tokens urspringlich maskiert
wurden. Die Vorhersage des Generators durchlauft einen
»Sample“-Prozess, sodass nicht automatisch die
wahrscheinlichste  Vorhersage  des  Generators
genommen wird. Der Diskriminator erhélt die
,,beschidigte Eingabesequenz und muss erraten, welche
der Tokens echt oder vertauscht wurden. Dadurch muss
der Diskriminator bei 100 % der Tokens eine VVorhersage
treffen, wéhrend dies beim MLM nur bei 15 % geschieht.
Dies fiihrt dazu, dass ELECTRA ein dateneffizienterer
Trainingsansatz ist als z. B. BERT [15].

Weiterhin besitzt der Generator nur ca. ein Viertel bis ein
Drittel der Parametergréfe des Diskriminators, damit
dieser nicht zu gute Vorhersagen beim MLM ausgibt und
das Training aus dem Gleichgewicht gerdt [15]. Als
Modellgréfie wurden folgende Hyperparameter gewahlt:

Hyperparameter Generator Discriminator
Hidden Layers 12 12
Sequence length 512 512
Hidden Size 236 768
FFN inner hidden size 1024 3072
Attention heads 4 12
Attention head size 64 64
Embedding size 768 768
Leaming rate decay Linear Linear
Warmup steps 10K 10K
Learning rate 2e-4 2e-4
Attention dropout 0.1 0.1
Dropout 0.1 0.1
Weight decay 0.01 0.01
Batch size 256 256
Train steps 766K 766K
Vocab size 30K 30K
Total parameter 33M 110M

Tabelle 2: Hyperparameter Winfy-ELECTRA-Base

Dabei wurde sich am originalen ELECTRA orientiert.

Um die Architektur umzusetzen, wurde PyTorch in
Kombination mit der Transformers-Bibliothek wvon
Huggingface [16] verwendet. Diese Bibliothek stellt
bereits die Architektur fir den Generator und den
Diskriminator bereit. Die Interaktion zwischen diesen
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beiden Modellen musste allerdings selbst entwickelt
werden.
PRE-TRAINING

Das Pre-Training wurde auf einer NVIDIA GeForce
RTX 4090 durchgefihrt. Die 766.000 Trainingsschritte
dauerten insgesamt 560 Stunden.

30

25

0 100k 200k 300k 400k 500k 600k 700k
Pretraining Schritte

Abbildung 4: Verlustkurve Winfy-ELECTRA-Base

In der obigen Grafik ist der vereinte Validationsverlust
der Modelle zu sehen. Dabei wurde der Verlust des
Diskriminators mit dem Faktor 50 gewichtet, damit
dieser bei der Anpassung der Gewichte bevorzugt wird.
Es zeigte sich, dass der Verlust bis zum Ende stetig sank
und kein Anzeichen einer Uberanpassung auf die
Trainingsdaten (Overfitting) zeigte. Somit konnte das
Pre-Training auch weiter fortgefuhrt werden.

Das resultierende Modell wurde nach dem Chatbot
benannt, in welchem es verwendet werden soll: ,,Winfy-
ELECTRA-Base“. Nun musste dem Modell noch die
Aufgabe des EQA angelernt werden.

EXTRACTIVE QUESTION ANSWERING

EQA gehort zu den wichtigsten Aufgaben des Natural
Language Processing (NLP). Dabei wird zwischen
»dingle-Span® und ,Multi-Span* differenziert. Beim
,,Single-Span* wird versucht, die Antwort aus genau
einer Textspanne zu extrahieren. Beim ,,Multi-Span*
wird die Antwort aus mehreren Stellen im Text
extrahiert.[17]. In diesem Projekt wurde aufgrund
mangelnder Verfugbarkeit entsprechender Datensatze
nur das ,,Single-Span“-EQA behandelt.

Um einem Modell das EQA beizubringen, muss die
Acrchitektur nicht gedndert werden. Es muss lediglich die
Ausgangsschicht fir den neuen Einsatzbereich angepasst
werden. Fur die Aufgabe des EQA werden zwei lineare
Schichten benétigt. Die erste Schicht soll den Anfang der
Antwort im Kontext vorhersagen, die zweite Schicht soll
das Ende der Antwort bestimmen [18].

Die Eingabeschicht muss nicht geédndert werden, da der
Tokenizer damit umgehen kann. Dabei wird das
Klassifikationstoken (CLS) verwendet, um den Beginn
der Eingabesequenz zu kennzeichnen, und das Trenn-
Token (SEP), um die Frage vom Kontext zu trennen
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sowie das Ende der Sequenz zu markieren. Das Modell
muss nun eine Kilassifikationsaufgabe ldsen, um die
korrekte Antwortspanne vorherzusagen [18].

Um die Laufzeiteffizienz der Modelle bewerten zu
kénnen, wird auf zwei Metriken zuriickgegriffen: den
Exact Match (EM) und den F1-Wert. EM misst, ob das
Modell exakt die richtige Antwortspanne vorhersagt. F1
gibt an, wie viele Prozent der vorhergesagten Tokens mit
der tatsachlich korrekten Antwortspanne
libereinstimmen [19].

FEINABSTIMMUNG

Fur den Vergleich wurden vorhandene deutsche
Transformer-Encoder Modelle gesucht, um diese mit
dem Winfy-ELECTRA-Base zu vergleichen. Dabei
standen die beiden Modelle deepset/gbert-base und
deepset/gelectra-base zur Verfigung [20].

Fir die Feinabstimmung wurden die Modelle, wie auch
im Artikel ,,Improving Non-English Question Answering
and Passage Retrieval® [13] beschrieben, zuerst auf dem
SQUAD-De ,aufgewidrmt®, da dies die Ergebnisse auf
den folgenden Datensédtzen verbesserte. Alle Modelle
wurden einheitlich auf den drei Datensétzen trainiert. Als
Hyperparameter wurden folgende Werte genutzt:

Hyperparameter SQUAD German  Winfy
-De QUAD QUAD
Sequence length 384 384 384
Stride 128 128 128
Learning rate decay Linear Linear Linear
Warmup steps 500 500 500
Learn rate 3e-5 3e-5 3e-5
Total Size (num. of 89.996  13.722 1.746
entries)
Epochs 2 2 6
Batch size 24 24 24

Tabelle 3: Hyperparameter EQA-Feinabstimmung

Die Feinabstimmung dauerte aufgrund des deutlich
geringeren Trainingsumfangs im Vergleich zum Vorab-
Training fir jedes Modell nur 30 Minuten.

Da die Performance des Modells in der Pre-Training-
Aufgabe nicht automatisch Ruckschlusse auf die
Leistung im Downstream-Task zuldsst, wurde wahrend
des Vorab-Trainings alle 50.000 Schritte ein Sicherungs-
punkt des Modellzustands erstellt, um spéter jeden
einzelnen Sicherungspunkt betrachten zu kénnen. Die
Feinabstimmung wurde flr jeden dieser Sicherungs-
punkte durchgefiihrt, um den besten Zustand des Modells
fur die EQA-Aufgabe zu finden.
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EM ——F1

30
50k 100k 150k 200k 250k 300k 350k

Abbildung 5: Winfy-ELECTRA-Base Performance aller
Sicherungspunkte

In der Grafik sind der EM- und der F1-Wert auf dem
WinfyQuAD fiir jeden Sicherungspunkt zu sehen. Es
zeigte sich, dass das Modell beim Trainingsschritt
750.000 den hochsten EM-Wert erreicht.

AUSWERTUNG UND VERGLEICH

Die Feinabstimmung wurde fiir alle Modelle durch-
gefiihrt, und die Ergebnisse wurden dokumentiert.

SQuAD-De- GermanQuAD- WinfyQuAD-
Test Test Test
Modell EM Fl EM Fl EM Fl

deepset/gbert- 50,35 65,65 5821 7561 45,80 64,79
base

deepset/gelectra- 53,23 68,51 62,93 79,43 55,34 68,75
base

Winfy- 5291 68,63 62,93 80,70 60,68 73,13
ELECTRA-Base

Tabelle 4: EQA-Vergleich der Modelle (Angaben in %)

Es zeigte sich, dass Winfy-ELECTRA-Base sowohl auf
dem GermanQUAD als auch auf dem WinfyQuAD am
besten abschnitt. Auf dem GermanQuAD waren die
Unterschiede nur marginal, wahrend auf dem
WinfyQUAD eine deutlichere Verbesserung zu
verzeichnen war. Das deepset/gbert-base performt auf
dem SQUAD-De und dem GermanQuAD é&hnlich gut wie
die anderen Modelle, ist allerdings deutlich schwécher
auf dem WinfyQUuAD. Dies kann darauf zurlickzufuihren
sein, dass es wahrend des Vorab-Trainings mit den
wenigsten Daten trainiert wurde und somit vermutlich
nicht mit Texten aus dem Hochschulkontext in
Beruhrung gekommen ist da die verwendeten Datensétze
nur ,,Wikipedia®“ ,,OpenLegalData“ und ,,News* waren
[22]. Das deepset/gelectra-base dagegen wurde mit 163,4
GB an Daten trainiert, von denen ein Grof3teil (89 %) aus
dem OSCAR-Datensatz bestand [20]. Somit liegt es
nahe, dass unter diesen Daten auch Hochschultexte
enthalten waren. Dabei handelt es sich aber lediglich um
eine Vermutung, da es sich nicht tiberprifen I&sst.
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INTEGRATION

Abschlielend wurde das Winfy-ELECTRA-Base,
welches auf das EQA feinabgestimmt wurde, in den
Winfy-Chatbot eingebaut. Dadurch, dass das Training
mithilfe der Transformers-Bibliothek von Huggingface
durchgefiihrt wurde, lasst sich das Modell sehr einfach
implementieren.

from transformers import pipeline, AutoTokenizer, AutoModelForQuestionAnswering

model_path = “winfy-electra-base”
tokenizer = AutoTokenizer.from_pretrained(model_path)
model = AutoModelForQuestionAnswering.from pretrained(model_path)

qa_pipeline = pipeline(
“guestion-answering”,
model=model ,

10. tokenizer=tokenizer

11. )

[ - P N T

13. context = "Spatestens am letzten Tag der Bearbeitungsfrist ist eine digitale pdf-
Version der Abschlussarbeit an das MND-Dekanat zur Fristwahrung zu mailen...”
14. question = "Wann ist spitestens die Abschlussarbeit abzugeben?®

16. result = ga_pipeline(context=context, question=question, max_length=324)

Listing 3: Winfy-ELECTRA-Base EQA mit Huggingface

Als Rulckgabewert erhdlt man die Anfangs- und
Endposition der Antwort innerhalb des Kontexts, die
extrahierte Antwortspanne als Text sowie einen Score,
wie sicher das Modell sich mit der VVorhersage ist.

Es wurde beibehalten, dass zuerst der Antwortblock
mithilfe des ,,German-Semantic*“-Modells durch eine
semantische ~ Ahnlichkeitstiberprifung vorausgewahlt
wird. Dieser Antwortblock wird nun zusammen mit der
Frage an das EQA-Modell Ubergeben. Dies wird aus
Performancegriinden  getan.  Ubergibt man alle
Antwortblécke gemeinsam mit der gestellten Frage an
das EQA-Modell, so betrégt die Verarbeitungszeit auf
einer CPU vier Minuten, wahrend der eben beschriebene
Ansatz nur zwei Sekunden dauert.

Das EQA-Modell gibt die exakte Position der Antwort
zuriick. Diese Information wird genutzt, um den Absatz
zu bestimmen, der die Antwort enthélt. Dieser wird an
den Endnutzer ausgegeben (siehe Anhang).

FAZIT UND AUSBLICK

Es zeigte sich, dass das domanenspezifische Pre-Training
seinen gewinschten Zweck erfiillen konnte. Das Winfy-
ELECTRA-Base erzielte die besten Werte auf dem EQA-
Hochschuldatensatz.  Weiterhin  konnte durch die
Integration des neuen EQA-Modells die Antwort-
genauigkeit des Chatbots verbessert und somit das Ziel
der Arbeit erreicht werden.

Es wdre zudem interessant, das Modell mit mehr
Parametern zu trainieren, um weitere mogliche
Verbesserungen zu untersuchen. Auch koénnte ein
fortschrittlicherer Architekturansatz, wie zum Beispiel
DeBERTaV3 [21], verfolgt werden.

Aufgrund der fur das Training verwendeten EQA-
Datensatze versucht das Modell, immer eine Antwort zu
finden. Lé&sst sich die Frage nicht anhand des Kontexts
beantworten, wirde das Modell dennoch eine
Textspanne ausgeben.

Anwendungen und Konzepte der Wirtschaftsinformatik

Dieses Problem wurde im SQUAD v.2.0 angegangen.
Dieser ist allerdings zum Zeitpunkt der Projekt-
durchfihrung nur in englischer Sprache verfligbar.
Sobald er auch in deutscher Sprache zugénglich ist, wére
es interessant, das Modell darauf zu trainieren.
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ANHANG

Wie viele Zeichen sollie eine Masterarbeit aufweisen?

24.1.2025, 15:08:22

Die Masterarbeit mit Kolloguium fliett mit 30 CrP {von insgesamt 90 CrP), d_h. zu einem Drittel, in die Gesaminote
des Masterstudiums ein. Es gibt eine gemeisame MNote, da es sich um ein Modul handelt.

Bewertungzkriterien fur die Masterarbeit sind bei den meisten Referenten u.a..
- Sachlicher Inhalt (Komekiheit, Versténdlichkeit, kritische Beurteilung)
- Strukiur & Aufbau (Logik von Aufbau, Vorgehensweise, Roter Faden, Zielsetzung & Themenbezug, Schliissigkeit
der Argumentation)
- Eigene Leistung, abgeleitete Ergebnisse
- Ausdruck, Stil, Grammatik (Verstandlichkeit, Einfachheit/Klarheit der Formulierungen, Zeichensetzung)
- Technik des wissenschattlichen Arbeitens (Literatur- und andere Verzeichnisse, Zitierweise)

Untenstehend finden Sie zu den Kriterien einen Link Zu einem beispielhaften Bewertungsprotokoll von StudiumPlus
(ECTS und Gewichtung sind im Master Wirtschaftsinformatik nicht die selben).

Die Regeln und Tipps zur Prasentation und zum Erstellen einer wissenschaftlichen Ausarbeitung, die im Rahmen
des Wirtschaftsinformatik-Masterseminars erdutert wurden, solliten beachtet werden. Fragen Sie mich danach,
dann gebe ich [hnen dazu detailierte Infarmationen.

Die MNI-Professoren/Professorinnen der Wirtschaftsinformatik haben sich auf einen Umfang der Masterarbeiten
- von ca. 128.000 Zeichen (d_h. 80 Seiten) ochne Anhang verstandigt (+20%/- 10%).

https-iiwaw thm. de/sitethm-dokumente/studium/moduliandbuecher-studien-und-pruefungsordnungen-studienganai
nfosffo-13-mnd-mathematik-naturwissenschaften-und-datenverarbeitung/pruefungsordnungenfwirtschaftsinformatik-
master html

https-fistudiumplus defwp-content/uploads 202 2/08/StudivmPlus-Masterarbeit-Formular pdf

Hat dir meine Antwort weltergeholfen? Klicke einfach auf einen der Smileys. Mit deiner Hilfe kdnnen wir unseren
Service stefig verbessem.
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Anhang 1: Antwortumfang vorher

Wie viele Zeichen sollte eine Masterarbeit aufweisen?

24.1.2025, 15:03:00

Die MNI-Professoren/Professorinnen der Wirtschaftsinformatik haben
‘ sich auf einen Umfang der Masterarbaiten von ca. 128000 Zeichen
(d.h. 80 Seiten) ohne Anhang verstandigt (+20%/- 10%).

Hierzu gibt es noch Links

Hat dir meine Antwort weitergeholfen? Klicke einfach auf einen der
Smileys. Mit deiner Hilfe kinnen wir unseren Service stetig verbessern.
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Anhang 2: Antwortumfang nachher
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