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ABSTRACT 

The use of ML-based decision support systems in busi-

ness-related decision-making processes is a proven ap-

proach for companies to increase process performance 

and quality. To a certain extent, machines are capable of 

reproducing the cognitive intelligence of humans in spe-

cific domains. In order to leverage the resulting potential, 

synergistic human-machine collaboration (HMC) is be-

coming increasingly important for companies. However, 

orchestrating HMC is dependent on a set of framework 

conditions that determine the success of the collabora-

tion. This study1 examines the research question of how 

to utilize the concept of collaborative intelligence (CI) to 

enhance decision-making processes while using machine 

learning (ML) -based data prediction. The purpose is to 

identify success factors in the development, design, and 

implementation of an ML-based predictive analytics so-

lution to orchestrate HMC in decision-making processes. 

These success factors state recommendations for compa-

nies to fulfil the necessary framework conditions for syn-

ergetic HMC orchestration. In total, five success factors 

were identified that represent a combination of theoreti-

cal findings and empirical insights. At the same time, fur-

ther research needs were uncovered, which point out 

starting points for future research projects in the field of 

HMC. 

 

INTRODUCTION 

The business environment is changing rapidly, especially 

with the emergence of innovative technologies as an im-

portant influencing factor (Vial, 2019, pp. 118-119). The 

effect of such technologies is two-folded. On one hand, 

they embody disruptive forces that challenge companies 

to expand their existing IT infrastructure and to invest in 

new information systems to avoid being outpaced by 

competitors in the long run (Li, Porter, Suominen, 2017, 

pp. 286-287). On the other hand, they are key for devel-

oping new, digital strategies to cope with digital transfor-

 
1 The study was conducted in collaboration with SAP SE, a German 

software development company, and the universities of Ljubljana and 

Pforzheim. 

mation and the challenges it poses. To meet these chal-

lenges, automated and scalable business processes must 

be enriched with data insights and smart technologies 

(Vial, 2019, p. 122). In this way, the disruptive forces of 

technology are able to be transformed into potential. 

Companies that master the digital transformation can 

emerge as digital pioneers with innovative business pro-

cesses and permanently change the existing competition 

on the market in their favor (Jafari-Sadeghi et al., 2021, 

p. 108). 

 

Machine learning, as a sub-area of artificial intelligence 

(AI), is an emerging technology that has already dis-

rupted the business environment in the past and will con-

tinue to do so in the future (Statista, 2020; Chang, 2020, 

pp. 99, 110). Due to its versatility and scalability, ML 

opens up potential in a wide scope of application (Chen 

& Guestrin, 2016, p. 1). Among other areas, it is used in 

medicine to diagnose breast cancer, in cybersecurity to 

detect malware, or in the industry as the basis for busi-

ness process improvements (Wilson & Daugherty, 2018, 

pp. 116, 121). Especially in business-related decision-

making processes, ML can be used for predictive analyt-

ics to forecast outcomes (Nyce, 2007, p. 1). This im-

proves both the flexibility and quality of operational and 

strategic business decisions to gain a competitive ad-

vantage as a company (Kaparthi & Bumblauskas, 2019, 

p. 660). Since ML solutions are capable of reproducing 

the cognitive intelligence of humans for abilities related 

to systematic thinking and pattern recognition, some 

companies assume that humans are no longer needed in 

these application areas (Jarrahi, 2018, pp. 577-578; 

Metcalf, Askay, Rosenberg, 2019, pp. 102-103). A re-

placement by machines is supposed to be a cost-efficient 

alternative that achieves the same or even improved per-

formance. However, this approach only leads to short-

term success (Kaplan & Haenlein, 2018, p. 24; Malone, 

2018; Wilson & Daugherty, 2018, p. 126). The assump-

tion of companies that ML applications are plug-and-play 

solutions that are implemented once and can solve tasks 

independently, as humans did before, is a misconception. 

The data basis of ML-based solutions must be continu-

ously improved, extended, and controlled by humans 

(Fountaine, McCarthy & Saleh, 2019, p. 64; Ridhawi et 

al. 2018, pp. 375-376). Furthermore, ML solutions are 



 

 

applications that have been trained for a specific applica-

tion domain. Outside this scope, the cognitive abilities 

are not sufficient for adequate problem solving, whereas 

humans are able to intuitively adapt to changing condi-

tions and find innovative solutions (Kaplan & Haenlein, 

2018, p. 16; Malone, 2019, p. 126). Consequently, human 

intervention is required to maintain the machines perfor-

mance, which in turn suggests that simply replacing hu-

mans with machines is not an appropriate strategy in the 

long-term. Rather, HMC must be orchestrated, otherwise 

the desired increase in performance will evaporate (Ri-

dhawi et al., 2018, pp. 375-376; Wilson & Daugherty, 

2018). In the field of the CI knowledge base, this problem 

is addressed and HMC is presented as an alternative out-

come. In this way, companies can use the individual 

strengths of both agents to compensate for the individual 

weaknesses (Epstein, 2015, pp. 40-41; Wilson & Daugh-

erty, 2018, p. 116). 

 

This paper addresses the research question of how to uti-

lize the concept of CI to enhance decision-making pro-

cesses while using ML-based data prediction. The pur-

pose is to identify success factors in the development, de-

sign, and implementation of an ML-based predictive an-

alytics solution to successfully orchestrate HMC in deci-

sion-making processes. The research object is narrowed 

down to analytical AI systems that are used for the cog-

nitive augmentation of human capabilities. Conversely, 

this means that industrial robots used for physical aug-

mentation are outside the scope of this work because 

these types of intelligent machines are usually used sep-

arately from humans, which means that no HMC takes 

place. 

 

As research framework of the paper, a design science re-

search (DSR) approach was used to develop the design 

artifact. As evaluation method, a case study was imple-

mented within the DSR approach. To collect data from 

the case study, a multiple sources of evidence collection 

approach was used.  

 

The first chapter of the paper presents the underlying the-

oretical knowledge base and is divided into the topics of 

predictive analytics and CI. Then the developed research 

design is presented by explaining the used methodology 

in detail. Based on this, the development and evaluation 

process of the artifact is presented. Chapters five and six 

present and critically reflect the research results before 

the final chapter concludes the paper. 

 

KNOWLEDGE FOUNDATION 

Predictive analytics is an established concept that repre-

sents the foundation for the development of ML-based 

predictive analytics solutions. In direct comparison, CI is 

much less known by name but combines characteristics 

of research areas such as human-in-the-loop (HITL), ex-

plainable artificial intelligence (XAI), and collective in-

telligence. To define the framework that applies to the 

design and implementation of the ML-based predictive 

analytics solution, an interdisciplinary application of 

both research areas is necessary. 

 

Predictive Analytics 

The need to predict outcomes, budgets, demand, or sup-

plies is crucial for surviving in today's highly competitive 

business environment (Nyce, 2007, p. 1). Data-driven de-

cision-making processes supported by intelligent systems 

have become an integral part of many industries (Chen & 

Guestrin, 2016, p. 1). The availability of sufficient data 

as well as the progress and simplified access to advanced 

technologies are driving this trend forward (Nyce, 2007, 

p. 2). As a basis for predictive analytics solutions, AI in 

the form of ML models enjoys great popularity. The ap-

plications are particularly attractive because they are able 

to process large amounts of data efficiently and recognize 

complex relationships within the abundance of data. Fur-

thermore, the ML models are scalable and versatile due 

to their learning ability (Bawack, Wamba & Carillo, 

2021, p. 646). 

 

Collaborative Intelligence 

Due to the technical progress in the field of AI, a new 

paradigm within the IS discipline was initiated in the 

2000s, focusing on research of cognitive computing sys-

tems. In this new paradigm, modern AI systems are char-

acterized by experiential learning rather than repetitively 

reproducing programmed knowledge. Furthermore, 

modern AI systems should be able to interact with hu-

mans and share tasks as if they were conscious beings 

themselves (Aleksander, 2004, pp. 24-25; Epstein, 2015, 

p. 39).  

 

Collaborative intelligence as a school of thought deals 

with the interaction between humans and machines and 

considers replacing humans with innovative ML-based 

solutions to improve business performance as an out-

dated mindset (Epstein, 2015, p. 40; Wilson & Daugh-

erty, 2018, p. 116). Instead, the integration of such tech-

nologies is about orchestrating HMC in a way that the 

strengths of both agents augment each other. Accord-

ingly, there is no replacement of humans by machines, 

but a shift in responsibilities and task allocation between 

both agents. The capabilities gained using ML augment 

the existing capabilities of the humans, vice versa, hu-

mans complement the machines outside its scope of ap-

plication as controlling agents (Paschen, Wilson & Fer-

reira ,2020, p. 412; Bawack, Wamba & Carillo, 2021, pp. 

646-647; Epstein, 2015, p. 44). 

 

A functioning HMC is subject to certain framework con-

ditions that must be fulfilled in order to be able to use the 

potential of both agents (Alizadeh et al. 2020, pp. 4-5; 

Epstein, 2015, p. 40). However, this aspect is often ne-

glected when integrating innovative technologies into ex-

isting business processes, so that the AI adoption fails 

(Wilson & Daugherty, 2018, p. 116). The literature on CI 

as well as related research areas collective intelligence, 



 

 

XAI, and HITL address this challenge and describe rec-

ommendations for action in order to create the necessary 

framework conditions and carry out HMC orchestration 

(Arrieta et al. 2020, p. 100; Metcalf et al., 2019, pp. 84-

86; Wilkens, 2020, pp. 258, 261-262). In the following, 

these recommendations are summarized and presented as 

five Design Principles. In the literature, the term Design 

Principle is not used in the context of CI. Rather, it is an 

umbrella term introduced by the authors of this paper in 

order to be able to cluster individual recommendations 

for action according to their focus area. 

 

Accuracy for the Applicability of the model – Adequate 

accuracy of a prediction is a basic prerequisite for the so-

lution to add any value at all in practice (Arrieta et al., 

2020, p. 100; Shearer, 2000, p. 15). However, accuracy 

alone is not sufficient to develop an applicable decision 

support system (Lossos, Geschwill & Morelli, 2021, pp. 

316-317). The trade-off between accuracy and transpar-

ency is crucial when it comes to optimizing HMC orches-

tration (Arrieta et al., 2020, p. 100). 

 

Transparency to achieve acceptance, trust, and interpret-

ability – Transparency comprises the explanatory ap-

proaches that are expected to make the decision-making 

logic and results of an AI solution comprehensible to the 

user. Consequently, transparency is necessary to counter-

act the black-box character of AI (Arrieta et al., 2020, p. 

83-84; Lossos et al., 2021, p. 305). Especially in the con-

text of decision-making processes, the level of transpar-

ency is a decisive criterion on whether an ML solution is 

used in practice or not (Bohanec, Robnik- Šikonja & 

Borštnar, 2017, p. 1390). Moreover, the results of Arnold 

et al. (2006, p. 95) have shown that decision-makers tend 

to use the recommendations of decision support systems 

if, in addition to the accuracy of the prediction a cognitive 

alignment is established. Cognitive alignment is defined 

as a fit between the decision maker's understanding of the 

underlying business problem and the decision-making 

logic of the ML solution (Arnold et al., 2006, p. 94). Con-

sequently, transparency is necessary to establish cogni-

tive alignment, and cognitive alignment is in turn the 

basic prerequisite for user acceptance and trust in the re-

sults of a decision-support system (Epstein, 2015, p. 40, 

Bohanec et al., 2017, p. 1403). Furthermore, transpar-

ency lays the foundation for the interpretability of the re-

sults as it provides the explanations for the comprehensi-

bility of the decision-support system (Arrieta et al., 2020, 

p. 83-84). Gilpin et al. (2019, p. 5) define interpretability 

as “the ability to explain or to present in understandable 

terms to a human”. The goal of interpretability in an ML 

context is to describe the underlying logic of the system 

in a comprehensible way in order to enable decision-

makers to derive the correct business decision (cognitive 

augmentation) as part of an informed decision-making 

process (Gilpin et al., 2019, p. 2; Lossos et al., 2021, p. 

305). There are various recommendations for action to 

implement the Design Principles. Among other things, 

developers should carry out a target-group-oriented de-

sign of the artifact, adapted to the expertise of the deci-

sion-maker as the addressee of the decision-support sys-

tem (Harbers, van den Bosch & Meyer, 2010, p. 132). 

Furthermore, the results of Bohanec et al. (2017) and 

Lossos et al. (2021) have shown that providing the deci-

sion-maker with insights into the development process 

and decision-making logic of the ML model is a proven 

way to increase transparency, trust, acceptance, and in-

terpretability. Analogous to Lossos et al., (2021, pp. 312-

313) the insights into the solution-finding process can be 

divided according to three different points in time: Ante-

hoc with regard to input data, AI design with regard to 

solution development, and post-hoc with regard to output 

data. Moreover, according to Gilpin et al. (2019, p. 9), 

the supply of metrics is a proven means to obtain trust 

and acceptance with the user. However, the choice of 

metrics needs to be adapted to the individual use case and 

the addressees.  
 

Participation to foster organizational learning – View-

ing ML solution as a simple tool that takes over the part 

of the work that humans are unwilling or unable to do is 

outdated. Instead, machines should be seen as an equal 

partner that elevates the collaboration to a higher level 

(Demetis & Lee, 2018, pp. 946-947; Schuetz & Ven-

katesh, 2020, p. 3). Staging human-machine interaction 

fosters organizational learning in dealing with ML solu-

tions, which in turn strengthens the performance of both 

and enables informed decision-making (Ansari, Erol & 

Sihn, 2018, p. 117; Bohanec et al., 2017, p. 1403). There 

are different recommendations for action to implement 

the Design Principle. The basis of a successful collabora-

tion is a dialogue in order to achieve the same under-

standing and a cognitive alignment of the underlying 

business problem. Such dialogue can be achieved in 

HMC by providing information about the underlying 

business problem (feedforward) and explanations (feed-

back) that make the ML development and decision-mak-

ing process more transparent to the user (Arnold et al., 

2006, pp. 81, 95; Epstein, 2015, p. 44). Furthermore, 

Chander et al. (2018) and Langley et al. (2017) describe 

the backward integration of business users into the ML 

development process as a way to intensify the interaction 

between humans and machines. The idea is based on giv-

ing the user access to the development process, thereby 

considering their perspective on the underlying business 

problem at an early stage to achieve cognitive alignment 

(Arrieta et al., 2020, p. 87; Chander et al., 2018, p. 4). 

 

Task allocation due to competence transferability – A 

successful group performance is based on a reasonable 

allocation of responsibilities based on individual compe-

tencies. Thus, the cognitive augmentation of humans by 

machines is also dependent on the premise that the shared 

task is divided into sub-tasks, and these are allocated 

based on the individual competence profiles (Ansari et al. 

2018, p. 119). Through technological progress in the field 

of AI, a transfer of competencies between humans and 

machines is taking place. AI is able to adapt the cognitive 

abilities of humans, which promotes the integration of 



 

 

machines into formerly human-centric processes. Hu-

mans, in turn, must develop new competencies in an AI 

environment. This shift requires the adaptation of indi-

vidual competence profiles and a clear definition of re-

sponsibilities based on revised competence profiles (An-

sari et al., 2018, pp. 121-122; Wilkens, 2020, pp. 260-

262). Based on the competence profiles of humans and 

machines, specific task pools (human-specific, machine-

specific, shared task) should be defined individually 

adapted to the use case at hand and employed as a basis 

for task allocation (Ansari et al. 2018, p. 119; Wilkens, 

2020, p. 257). 

 

Governance to ensure a regulatory framework – Govern-

ance represents the overarching regulatory framework to 

which all Design Principles should be subject (Lossos et 

al., 2021, pp. 307-308). In ML-based decision support 

systems, data security and privacy must be ensured, legal 

frameworks have to be respected and discrimination 

against individuals must be avoided (Arrieta et al., 2020, 

p. 84, European Commission, 2019). Similarly, the im-

plementation of control mechanisms with human over-

sight is a way to define responsibilities and establish the 

regulatory framework. Analogous to the HITL concept, 

interactive human involvement ensures the objectives 

(European Commission, 2019, pp. 19-20). Furthermore, 

for in-depth insights, the following frameworks can be 

recommended in the context of IT governance: COBIT 

2019 (ISACA, 2019), the General Data Protection Regu-

lation (GDPR) (Sartor, 2020), or "Assessment List for 

Trustworthy AI" (European Commission, 2019). 

 

RESEARCH DESIGN 

The research design consists of a combination of the DSR 

methodology and a case study, whereby the case study 

functions as evaluation method within the DSR frame-

work. By describing the scientific and empirical tech-

niques used, the validity and reliability of the results pre-

sented can be questioned critically. 

 

Design Science Research 

The DSR framework of Hevner et al. (2004), presented 

in Figure 1, was used as the overarching research meth-

odology of the study. Design science is an iterative de-

velopment and evaluation process of a design artifact 

synthesized from concepts and methodologies of an ex-

isting knowledge base (rigor) to solve existing business 

needs (relevance) of an organization (Hevner et al., 2004, 

pp. 76-78). The underlying knowledge base refers to the 

research areas of predictive analytics and CI as well as 

the related topics of XAI, HITL, and collective intelli-

gence to ensure a holistic perspective. The relevance of 

the DSR approach is embodied by the business needs of 

organizations and people facing the challenge of integrat-

ing analytic AI artifacts into enterprise infrastructure as 

part of the digital transformation of decision-making pro-

cesses (van der Merwe, Gerber, Smuts, 2020, p. 170; He-

vner et al. 2004, p. 85). 

 

 

Figure 1: Information Systems Research Framework [Source: 

Hevner et al., 2004, p. 80.] 

As DSR artifact, a prototype of a decision support system 

in form of a predictive analytics solution was developed, 

which consists of an ML-based prediction model and a 

dashboard as an interface for HMC. To implement the it-

erative design and evaluation loop according to Hevner 

et al. (2004, p. 85), a case study served as the evaluation 

method. However, the iterative design and evaluation 

loop is limited to one cycle. As evidence collection meth-

ods of the case study, a mixed method in the form of a 

triangulation of a survey and semi-structured interviews 

were conducted. This allows to collect quantitative as 

well as qualitative insights for the evaluation of the de-

sign artifact. To validate the gathered data, a pattern 

matching approach was carried out. A detailed descrip-

tion of the mixed method evaluation and the pattern 

matching approach will be given in the presentation of 

the case study. As a conclusion to the DSR process, the 

insights gathered in the design and evaluation process 

serve as research contributions to practice and theory 

(Baskerville et al., 2018, pp. 367-368; Hevner et al., 

2004, pp. 80-81). 

 

Case Study 

The case study was created following a critical single 

case design. According to Yin (2018, p. 46), the use of a 

clearly defined theoretical foundation is particularly im-

portant in single case design to ensure external validity. 

Therefore, concepts of the research areas presented in the 

literature review were logically linked to define research 

propositions. Based on Yin, the research propositions in 

Table 1 serve to determine the research direction of the 

research question to ensure that evidence is sought in the 

right places (2018, pp. 27-28). 

Table 1: Research Propositions [source: own work.] 

1 CI ensures a focus on the HMC when implement-

ing a predictive analytics solution. 

2 The interdisciplinarity of the CI Design Princi-

ples ensures a holistic perspective on the basic 

requirements of an HMC orchestration. 

3 The implementation of analytical AI artifacts us-

ing the CI Design Principles ensures an informed 

decision-making process. 

 



 

 

The case unit was the fictitious company named Global 

Bike Incorporated (GBI) which is from the SAP Univer-

sity Alliances. The SAP University Alliance provides a 

framework of SAP software and learning content used for 

educational institutes for conducting case studies (SAP, 

2021). The GBI represents a medium-sized company op-

erating in the discrete manufacturing sector. In the long 

run, they are pursuing the business goal of increasing 

their competitiveness in the market by establishing a 

bike-sharing business as a second major sales channel. 

To this end, the management of the GBI aims to develop 

a predictive analytics solution in the form of a decision 

support system. The added value of the decision support 

system is to provide a demand forecast as well as back-

ground information and influencing factors of customer 

behavior for the responsible managers in order to im-

prove the performance of operational and strategic deci-

sions. By implementing CI Design Principles, the spe-

cific design of the decision support system is intended to 

orchestrate HMC to add value to the solution. The data 

used for the case study originates from a data set of 

Kaggle, which is based on a real bike-sharing use case 

(Kaggle, 2022). 

 

To collect data from the case study, a multiple sources of 

evidence collection approach was used to increase the 

construct validity and reliability of the results (Yin, 2018, 

p. 126). For this purpose, the design artifact was tested in 

a simulation in the form of a usability test (Hevner et al., 

2004, p. 80). The results of the usability test were col-

lected through a combination of survey and semi-struc-

tured interviews. The triangulation ensured the validity, 

reliability, and practicality of the collected data (Yin, 

2018, pp. 118, 126-128). As guidance, Saunders et al. 

(2016) and Yin (2018) were used for a scientifically cor-

rect methodology. The collected data was analyzed using 

a pattern matching approach. A theoretical pattern is a 

hypothesis about what is expected in the observational 

realm – observed patterns. The pattern matching ap-

proach ensures a structured research process that in-

creases the internal validity of the results (Sinkovics, 

2018, p. 2; Yin, 2018, pp. 175-178). Based on the find-

ings of Sinkovics (2018), it is up to the researcher to de-

cide in what form and granularity the theoretical patterns 

for pattern matching are defined. Therefore, the theoreti-

cal patterns in Table 2 were derived from the research 

propositions to establish an alignment between the theo-

retical knowledge base, research question, and the case 

study. As part of the derivation process, the scope of the 

theoretical patterns was delimited to AI in the form of 

ML and decision processes. This ensures that the theoret-

ical patterns and the observed patterns have the same 

level of abstraction. 

Table 2: Theoretical Patterns [source: own work.] 

1 The applicability of a decision-making system is 

linked not only to accuracy but also to the trans-

parency of the underlying ML model. 

2 Achieving cognitive alignment between humans 

and machines is a precondition for establishing 

trust and acceptance within the HMC. 

3 An interpretable and comprehensible design of a 

decision-making system determines the added 

value of cognitive augmentation. 

4 The implementation of measures that orches-

trate the interaction between humans and ma-

chines promotes mutual learning and increases 

overall performance. 

5 The implementation of ML-based solutions in 

decision-making processes requires an adjust-

ment of existing roles and responsibilities based 

on the capabilities of the participants. 

6 Governance as an overall regulatory framework 

in dealing with decision-making systems is 

needed to ensure compliance requirements in 

HMC. 

 

The data collected from the survey and semi-structured 

interviews serve as basis for the empirically observed 

patterns. Together, the theoretical and observed patterns 

form the counterparts for the pattern-matching approach, 

which enables the theorizing process of the success fac-

tors. A sample of three people, two business users, and 

one expert user were selected for the data collection. The 

usability testing with the survey and the semi-structured 

interview together took about an hour per participant. 

The observation units were SAP employees representing 

potential users of a decision support system. When se-

lecting the participants, it was taken care that they had no 

direct relationship to the research project to minimize the 

influence of possible bias. 

 

ARTIFACT DEVELOPMENT 

Within the case study, the predictive analytics solution 

was implemented to simulate the orchestration of the 

HMC. The aim was to create a synergy between humans 

and machines through a cognitive augmentation of the 

decision-maker by the machine, in order to enable an in-

formed decision-making process. In the backend, an ML 

model formed the basis for calculating the demand fore-

cast of the decision support system. The front end was 

represented by a dashboard that acts as a user interface 

for decision support. 

 

For the development of the ML model, the methodology 

of the CRISP-DM process model was followed as a blue-

print. Since this is a de-facto standard, the necessary rigor 

of the DSR approach was also ensured. In the selection 

of the ML method, special attention was paid to transpar-

ency and interpretability in addition to the accuracy of the 

model. Therefore, several models were compared with 

each other in order to achieve an optimal trade-off be-

tween transparency and performance. 

 



 

 

For the development of the dashboard, the recommenda-

tions of Few (2006) were followed to ensure a coherent 

design, an appropriate information density, and an opti-

mal visualization adapted to the specific content. While 

selecting the content to be visualized, measures were de-

rived from the Design Principles in addition to decision-

relevant information. The measures provide information 

that contextualizes the demand forecast and thus indi-

rectly contribute to decision support by helping the deci-

sion-maker to process the information. 

The dashboard is divided into several pages. This corre-

sponds to the basic idea of decomposability as a measure 

to reduce the complexity of the decision support system. 

The division into logically related subject areas is in-

tended to increase comprehensibility and transparency 

for the user. Despite the division, the use of links and 

drill-down options ensures that the content is logically 

linked. This creates a story flow that makes it easier for 

the user to process the content provided. Furthermore, 

each page contains textual explanations that are directly 

linked to the corresponding key figures or diagrams. In 

terms of a target group-oriented design, this fosters trans-

parency and increases comprehensibility for better inter-

pretability for both novice and experienced users. For the 

same purpose, a help button has been implemented to 

support the use of the dashboard. 

 

Landing Page - It is the user's first point of contact with 

the predictive analytics solution. The page contains an 

overview of all other pages of the dashboard including a 

short description and a link to the corresponding pages. 

 

Decision Support Page - The decision support page 

serves as the central information base for decision sup-

port in controlling and planning dynamic business pro-

cesses within the bike-sharing business. In Figure 2 a 

simplified depiction of the dashboard page is provided. 

 

 

Figure 2: Decision Support Page 

On the left half of the page, the demand forecast is dis-

played which can be used by the decision-maker as deci-

sion support to draw conclusions for future demand plan-

ning. To show the user that the forecast results are trust-

worthy and reliable, the ML model performance metrics 

are visualized directly below the forecast. This is a 

model-agnostic measure intended to provide transpar-

ency post hoc to the model development process. On the 

right half of the page, the underlying feature importance 

of the two ML models is visualized by ranking the top ten 

features per model that explain the largest share of the 

data variance in the forecast. This post-hoc model-agnos-

tic measure not only helps the decision-maker to gain 

transparency about the decision logic of the ML model 

but also contains additional decision-relevant infor-

mation for the underlying business problem. 

 

Knowledge Foundation Page - To ensure maximum 

transparency for the decision-maker, the knowledge 

foundation page provides basic information about the 

features as well as insights into the data set on which the 

ML model development is based (see Figure 3). Those 

ante-hoc feedforward measures allow novice and expert 

users to gain a holistic understanding of the data set and 

contextualize the forecast to ensure informed decision-

making.  

 

 

Figure 3: Knowledge Foundation Page 

For this purpose, the left half of the page defines each 

feature from the underlying dataset and the right half of 

the page visualizes a selection of relevant descriptive 

metrics for the dataset. 

 

In-depth Insights Pages - The two in-depth insights pages 

provide the user with the opportunity to understand the 

decision logic of the ML model by showing calendar and 

weather effects within the dataset that the algorithm uses 

for prediction (see Figure 4 and 5). 

 

 

Figure 4: Calendar Effects Page 

 

Figure 5: Weather Effects Page 

Particularly as a complement to the visualized feature im-

portance on the decision support page, these ante-hoc in-

sights serve as a way to contextualize and improve the 

interpretability of the feature importance ranking. Fur-

thermore, these insights act as a cognitive augmentation 

of the decision-maker by creating a holistic understand-

ing of relevant influencing factors for the underlying 

business problem. 

 

Machine Learning Decision Making Page - The ML de-

cision-making page serves as a detailed explanation of 

the decision-making process and the decision logic of the 

ML model (see Figure 6). Both contribute to the creation 

of transparency of the ML design, which in turn increases 

trust and acceptance in the ML model. Furthermore, val-

uable insights into the underlying business problem can 

be derived from the decision logic of the ML model.  

 

 

Figure 6: Machine Learning Decision Making Page 



 

 

As a model-agnostic measure the feature importance 

based on the F-score is provided on the left half of the 

page. Again, the visualization form of a ranking of the 

feature per model is used for this purpose. Compared to 

the feature importance based on the share of variance ex-

plained, the F-score-based feature importance indicates 

how often a feature is used to split the data across all 

trees. This should help the user to understand the influ-

ence of the metric explanatory variables compared to the 

categorical variables to understand the decision-making 

process of the ML model. As a complement to the F-

score-based feature importance, the right half of the page 

includes a complexity-reduced visualization of the re-

gression tree underlying the ML model. The visualiza-

tion, as a model-specific measure, is intended to help the 

user make a connection between how the ML model uses 

the different variables and to generate the results of the 

forecast. 

 

Evaluation for Continuous Improvement Page - The 

evaluation for the continuous improvement page serves 

as a monitoring and data collection mechanism to iden-

tify optimization potentials with regard to the orchestra-

tion of the HMC when dealing with the predictive analyt-

ics solution (see Figure 7). 

 

 

Figure 7: Evaluation for Continuous Improvement Page 

Therefore, a link to an online survey is provided in the 

top right-hand corner of the page. The survey acts as a 

feedback loop in which users can participate to initiate 

the desired continuous improvement process and pro-

mote mutual learning. On the left side of the page, the 

evaluation metrics are provided. By answering the ques-

tionnaire, five different dimensions are quantitatively as-

sessed, which in their entirety are intended to evaluate the 

performance of the implemented measures and determine 

the added value of the dashboard. In addition to the quan-

titative evaluation via metrics, qualitative insights from 

the survey are visualized via the word cloud on the lower 

right side of the page. 

 

Help Page - The purpose of the help page is to provide 

background information on the predictive analytics solu-

tion in order to create a transparent knowledge base, 

which is especially necessary for ML-based solutions to 

build trust in the solution (see Figure 8). 

 

 

Figure 8: Help Page 

Therefore, information about the underlying business 

problem is provided to make the framework conditions 

transparent. In addition, key facts of the model design 

and information on the governance of the predictive ana-

lytics solution are stated. 

 

ARTIFACT EVALUATION AND DATA ANALYIS 

The two evidence collection methods were carried out 

separately: As a starting point, each respondent was edu-

cated about the underlying business problem for which 

the DSR artifact was developed within the case study. Af-

terward, they performed an independent usability test of 

the decision support systems user interface to gather im-

pressions and experience of using the solution before an-

swering the questions in the survey. Following the sur-

vey, each respondent was invited to a semi-structured in-

terview. Complementing the survey with the interviews 

was providing a deeper understanding of the motivations 

behind the respondent's answers and allow contextualiza-

tion results to enrich the quantitative information with 

qualitative ones. 

 

A descriptive analysis of the survey was conducted at 

question block and individual question level to draw con-

clusions for the observed patterns. When analyzing the 

qualitative data from the semi-structured interviews, a 

thematic analysis according to Saunders et al. (2016, pp. 

579-580) was conducted. This involved looking for pat-

terns within the data that could be used to contextualize 

the quantitative data from the questionnaire. The same 

sequence of questions in the questionnaire and the inter-

view implied that there was already a thematic coher-

ence, which simplified the analysis. The findings of the 

data analysis regarding the subjects' perception of the un-

derlying mechanisms of the CI Design Principles form 

the basis of the observed patterns. Within the pattern 

matching approach, these observed patterns were com-

pared with the theoretical patterns. 

 

The pattern matching showed that in most cases there is 

an agreement between theory and practice. Patterns one, 

two, three, four, and six could be matched. Pattern five 

could not be matched because the use case of the case 

study was without an implementation scenario in a real 

environment. Due to that fact, no data could be collected 

for an observed pattern, which does not allow an empiri-

cally valid statement about a possible match. Neverthe-

less, the pattern matching provided valuable insights 

from theory and practice for the definition of success fac-

tors. In addition, future research needs were identified. 

 

DISCUSSION 

The present success factor research aimed to identify op-

erational factors that distinguish successful from less suc-

cessful HMC orchestrations. It builds on the assumption 

that success or failure can be traced back to central influ-

encing factors that have a decisive impact on HMC or-

chestrations. Due to the increasing relevance of the inte-

gration of AI artifacts in the form of ML-based solutions 

in decision-making processes and the associated com-

plexity of HMC orchestration, success factors are re-

quired to prevent AI adoptions from failing. The success 



 

 

factors were clustered according to a thematic coherence 

to the individual patterns of the pattern matching ap-

proach. In terms of content, they comprise the quintes-

sence of theoretical and practical insights derived from 

the data analysis. 

 

Ensure Transparency - To ensure transparency, the solu-

tion development process and the decision logic of ML-

based solutions must be comprehensible to the decision-

maker. A target group-oriented selection of the provided 

content adapted to the knowledge level of the user is rec-

ommended. In general, transparency has a significant in-

fluence on all other success factors. Furthermore, each 

decision-maker needs different components from the so-

lution development process to understand the functional-

ity and decision-making process of the ML-based solu-

tion. The selection of the appropriate measures is linked 

to factors such as the decision maker's individual statisti-

cal background knowledge or experience in dealing with 

ML solutions. At the same time, personal preferences 

also play a decisive role. Therefore, as a success factor, 

the target group and its characteristics must be examined 

in advance of the design of the solution. The division of 

the components of the ML-based solution into easily di-

gestible building blocks has proven to be a successful 

measure for reducing complexity. Hereby, it is success-

critical that the user can independently link the logical 

coherence of the individual building blocks by putting 

them together in a compelling story. When selecting 

measures, recommended actions include providing the 

results of descriptive analysis of the data set to provide 

identified patterns, correlations, or metrics that facilitate 

a general understanding of the underlying business prob-

lem. This makes the solution development process trans-

parent to the decision-maker and allows contextualiza-

tion of the information. The information needed for this 

can be generated by following an accepted process model 

in the ML design process, such as the CRISP-DM model. 

Besides the visualization of quantitative insights into the 

decision logic of ML models, the provision of qualitative 

insights in the form of textual explanations has proven to 

be useful. The textual explanations are a flexible comple-

ment to visualizations or indicators to provide additional 

information. In particular, enriching model-agnostic and 

model-specific measures with textual explanations has 

proven to be best practice in decision support system de-

sign. 

 

Foster Trust and Acceptance - The usability of the deci-

sion support system depends on whether humans trust the 

provided information and thus accept the collaboration 

with the machine. It is in the nature of human beings to 

question things critically and to check whether they are 

in line with their understanding and views before they ac-

cept them. Therefore, achieving a cognitive alignment 

between the decision maker's understanding of the under-

lying business problem and the ML solution finding pro-

cess is key to success in building trust and acceptance. In 

this context, ensuring transparency is success critical, be-

cause the results of the case study have shown that cog-

nitive alignment builds upon transparency. A transparent 

design is a prerequisite for the decision-maker to be able 

to identify and resolve the cause of a possible discrepancy 

in cognitive alignment. Consequently, from each phase 

of the solution development (ante-hoc, ML design, post-

hoc), holistic information must be provided in order to 

build trust and acceptance. In particular, the illustration 

of correlation and interaction effects in the data set 

through explorative statistical methods combined with 

insights into the decision logic of the ML solution 

through a post-hoc analysis have proven to be effective 

here. Furthermore, the process of cognitive alignment 

can be accelerated by integrating the decision-maker 

backward into the development process or by providing 

contextual information and insights to the developer from 

the ML design phase. 

 

Enable Interpretability - The added value of a decision 

support system depends on whether the decision-maker 

is able to process the results of the decision-support sys-

tem as well as the provided explanations in order to in-

corporate it into the decision-making process. Under 

these conditions, the decision support system fulfills its 

purpose of serving the decision-maker as cognitive aug-

mentation in the sense of HMC to conduct an informed-

decision making process. The results of the case study 

have shown that shortcomings in the implementation of 

the success factors of transparency, as well as trust and 

acceptance, have a negative impact on interpretability. 

Transparency provides the necessary knowledge base 

through the target group-oriented provision of infor-

mation. Establishing a cognitive alignment is crucial for 

the cognitive augmentation of the decision support sys-

tem to be trusted and accepted by the user. For achieving 

interpretability, the explanations regarding the ML deci-

sion-making logic are more relevant for cognitive aug-

mentation and conducting an informed decision-making 

process than insights into the ML development process. 

The combination of model-agnostic and model-specific 

measures, as well as the provision of descriptive statisti-

cal analysis in the form of influencing factors, correla-

tions, and metrics, provides the necessary transparency 

concerning interpretability. Moreover, the integration of 

textual explanations as a complement to the other 

measures provides the reliability needed to avoid misin-

terpretations, to ensure that no information is lost and that 

the correct conclusions can be drawn. 

 

Implement interaction-promoting Design - The use of 

mechanisms such as feedback and optimization loops en-

sure that the decision-makers actively engage with deci-

sion support systems. This triggers mutual learning pro-

cesses that improve HMC throughout the organization. 

The results of the case study have shown that the basis 

for implementing an interaction-promoting design is the 

provision of background information about the develop-

ment process and the functioning of the decision support 

system. This information enables the decision-maker to 

actively engage with the solution, expand their individual 



 

 

knowledge level, and identify optimization potential in 

dealing with the HMC. At the same time, the expanded 

knowledge also promotes an informed decision-making 

process, which has a positive effect on the performance 

of the decision-making process. When implementing a 

feedback/ optimization loop, it is crucial for success that 

the underlying communication process between the deci-

sion-maker and the developer is transparent, fast, and 

simple. At the same time, the result must be evaluated 

and made available transparently so that measures for im-

provement can be derived. 

 

Providing Governance – A successful HMC orchestra-

tion requires an overarching regulatory framework that 

defines the conditions for collaboration. The case study 

has shown that the underlying compliance requirements 

such as data security, data origin, or fairness must be 

clearly defined and communicated to the decision-maker 

in an understandable way. Moreover, rules that specify 

limitations and responsibilities in dealing with decision 

support systems must be made transparent. Each decision 

support system has certain limitations that affect the cog-

nitive augmentation of the decision-maker. For example, 

there are influencing factors that cannot be quantified but 

must still be considered in the decision-making process. 

These restrictions need to be pointed out since they have 

a decisive influence on the quality of the decision support 

and require the active intervention of the decision-maker. 

Furthermore, the limitations are included in the definition 

of areas of responsibility between humans and machines. 

As another crucial aspect of the regulatory framework, an 

allocation of responsibilities is necessary to create the ba-

sis for HMC. This ensures that subtasks are divided be-

tween humans and machines based on their individual 

strengths. 

 

CRITICAL REFLECTION AND FUTURE 

RESEARCH 

In order to be able to check the applicability of the suc-

cess factors presented for theory and practice, a critical 

examination of the external validity of the results must be 

carried out. For this purpose, the methodological ap-

proach is analyzed concerning the collected results. The 

use of the DSR approach as an overarching research 

framework has proven to be useful in guaranteeing a sci-

entifically and methodologically recognized approach, 

which has a positive effect on the external validity of the 

success factors. Nevertheless, it should be noted that in 

the sense of the iterative DSR approach, further develop-

ment and evaluation cycles should follow. In this way, 

the representativeness of the results can be increased in 

the long term. The case study as part of the DSR approach 

has proven to be a useful evaluation method for the pre-

sent research purpose and research question to generate 

the necessary data. The single-case design of the case 

study also achieved the desired effect of being able to test 

the developed artifact based on the fictitious use case and 

to demonstrate the relevance of the success factors in the 

first instance. Only for pattern five, the use case was not 

suitable. Therefore, case studies with real implementa-

tion scenarios should be investigated in future research 

projects in order to examine the functioning of the 

measures associated with pattern five. At the same time, 

further case studies provide the basis for further evalua-

tion cycles of the DSR approach, which would allow the 

reproducibility of the success factors and the associated 

mechanisms to be investigated. In this way, the external 

validity can be further increased. Concerning the evi-

dence collection methods used, the triangulation of sur-

vey and interview proved to be ideal for the present re-

search objective. By combining quantitative findings as 

a snapshot of the usability testing and qualitative in-depth 

findings on the motivations of the respondents, a compre-

hensive database was created that could be used for pat-

tern matching as a method of analysis. The pattern match-

ing approach also fulfilled the desired purpose and was 

able to establish a link between theory and practice in the 

context of researching critical success factors. Neverthe-

less, it must be critically noted that the small number of 

participants must be taken into account, especially with 

regard to the validity of the quantitative data. Although 

the findings per subject were rich and varied, there is still 

potential for improvement to increase the representative-

ness of the results in the long term. All in all, it can be 

assumed that the developed research methodology pro-

duced valid, reliable, and representative results to answer 

the research question. However, the research is not yet 

completed at this point and should be iteratively ad-

vanced based on further research projects, analogous to 

the DSR approach. In particular, involving additional 

participants in the evidence collection process can im-

prove the validity of the quantitative database, which in 

turn increases the representativeness of the identified 

success factors. 

 

CONCLUSION 

Companies that want to use the potential of emerging 

technologies such as AI in the form of ML solutions to 

their advantage as part of the digital transformation have 

to deal with AI adoption. More and more situations will 

occur in which people are compared with machines. 

Therefore, companies must ask themselves how they 

want to implement AI in their company. Companies that 

use these innovations to replace humans with machines 

will probably experience only a brief performance boost. 

Instead, companies that manage to achieve synergetic 

collaboration between humans and machines will gain a 

long-term competitive advantage by augmenting the 

strengths of both agents to compensate for their individ-

ual weaknesses. 

 

To provide guidance for these companies, the success 

factors presented in the paper represent heuristic recom-

mendations for action that can be used to create the nec-

essary framework conditions for successful HMC orches-

tration. The success factors are a combination of theoret-

ical propositions that were confirmed by the usability 

testing of the developed decision support system and ad-

ditionally enriched with empirical findings from the case 



 

 

study. The addressees are primarily practitioners who are 

considering the use of ML solutions in the context of dig-

ital transformation and need to orchestrate the HMC. 

Companies that succeed in achieving synergistic collab-

oration between humans and machines will gain a long-

term competitive advantage by amplifying the strengths 

of humans and machines to compensate for their individ-

ual weaknesses. 

 

Based on the current popularity and number of publica-

tions in the field of AI, it can be assumed that the rele-

vance and impact for the business environment will con-

tinue to increase. Consequently, within the realm of com-

panies attempting to become an intelligent enterprise, the 

relevance of a successful HMC orchestration will contin-

uously be reinforced. It remains to be seen how HMC will 

change when current concepts such as Artificial Super 

Intelligence are implemented in reality and what implica-

tions this will have for the collaboration between humans 

and machines. 
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